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Nan M. Laird

“She has worked in several areas of applications, including the
quantification of adverse events in hospitals, childhood obesity, and
genetic studies in Alzheimer’s disease, bipolar disorder, asthma and
lung disease. She has served on numerous committees for the NIH and
NSF, including a National Academy of Sciences Committee on Cabin
Air Quality which recommended the current ban on smoking in
airplanes. ”

“Her work on the EM Algorithm, with Art Dempster and Don Rubin, is
among the top 100 most cited of all published articles in science. ”
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James H. Ware

“Ware joined the faculty in 1979 after receiving his PhD in statistics
from Stanford University and spending eight years as a mathematical
statistician at the National Heart, Lung, and Blood Institute.”

“Ware had a long-standing interest in studies of pulmonary and
cardiovascular disease. From 1980 to 1995, he was a co-investigator in
the landmark Six Cities Study of Air Pollution and Health, which had a
profound effect on Clean Air Act of 1970 regulations in the U.S. and
on efforts to limit air pollution around the world.”

– Magazine of the Harvard T.H. Chan School of Public Health
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A motivating example

Harvard Six Cities Study

A cohort of 8000 people across 6 cities in the US was studied between
1980-95. The goal was to study the effect of air pollution on mortality
rates.

This is a longitudinal study where multiple measurements are taken for
each subject.

What does the data look like?

Number of subjects → m.

Number of measurements for subject i → ni.

Measurements for subject i → yi ∈ Rni .

Covariates for subject i → Xi.
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Initial approaches to modelling

Linear Model

yi ∼ Xiβ + ei, ei ∼ Σ.

Issues with the Linear Model:

▶ Number of measurements per subject is often different.

▶ Experimental conditions are different.

▶ Accomodating generalized covariance structures makes parameter
size too large.

Sources of variation

There are certain variables who’s effect is the same for all subjects and
some who’s effect changes for each subject. We need to incorporate both
in the model.
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Initial approaches to modelling

Growth Curves

yi = Xib
∗
i + ei, b∗i

i.i.d∼ N(β,D), ei
i.i.d∼ N(0, Ri).

This can be rewritten as

yi = Xiβ +Xibi + ei, bi
i.i.d∼ N(0, D), ei

i.i.d∼ N(0, Ri).

β is the population effect and b′is are the subject-wise individual effects.

Remark: This forces the population and individual variation to be
dependent on the same variables.
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Two Stage Random-Effects Model

The Model

yi = Xiα+ Zibi + ei ∈ Rni , bi ∼ N(0, D), ei ∼ N(0, Ri).

This model gives us enough flexibility while still allowing computation.

▶ α is the vector of population effects and b′is are individual effects.

▶ R′
is can be assumed to be diagonal or even σ2I.

▶ Columns size of Zi can be made small which keeps D small.

▶ Parameter size remains in control.
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Max. Likelihood vs Restricted Max. Likelihood (REML)

Goal: In two-stage mixed effects model

yi = Xiα+ Zibi + ei ∈ Rni , bi ∼ N(0, D), ei ∼ N(0, Ri),

construct estimators for regression parameters α and covariance matrices
D, Ri, i = 1, ...,m (if unknown).
Approach 1: Maximum likelihood with respect to marginal distribution
of yT = (yT1 , ..., y

T
m)

L(α,D,Ri).

The estimator α̂ can be expressed in terms of α̂(D̂, {R̂i}).
Approach 2: Restricted maximum likelihood with respect to marginal
distribution of UT y s.t. E[UT y] = 0,

L(D, {Ri}).

Plug in D̂, {R̂i} to obtain empirical Bayes estimator α̂(D̂, {R̂i}).
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Restricted Maximum Likelihood (REML)

▶ REML produces less biased (sometimes unbiased) estimators
compared to classical maximum likelihood.

▶ Note that E[UT
i yi] = 0 ⇔ UT

i Xiα = 0. Therefore,

UT
i yi = UT

i Zibi + ei

is unrelated to α.
Assume the design matrix X ∈ Rn×p has full column rank, then by
design U has rank n− p.
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Restricted Maximum Likelihood (REML)

Toy example: Consider the model for i = 1, ..., n,

yi = µ+ ei, ei ∼ N(0, σ2).

From classical maximum likelihood,

µ̂ML = x̄, σ̂2
ML =

1

n

∑
i

(xi − x̄)2.

Let C ∈ Rn×(n−1) s.t. CT 1n = 0. Then CT y ∼ N(0, σ2In−1). From
REML, we have

σ̂2
REML =

1

n− 1

∑
i

(xi − x̄)2.
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EM Algorithm for ML Estimates

In the mixed effects model,

yi = Xiα+ Zibi + ei ∈ Rni , bi ∼ N(0, D), ei ∼ N(0, Ri),

Let θ be the parameters that determine covariance matrices D, Ri. If θ
is known, we can easily obtain the MLE α̂(θ).
If we “augment” the data to (yi, bi, ei) (in which only yi is actually
observed), we can easily compute the MLE if θ as a function of sufficient
statistics t1 =

∑
eTi ei and t2 =

∑
bTi bi, this yields the M-step:

M-step: θ̂ = M(t).

With estimates θ̂, α̂(θ̂), we can estimate the sufficient statistics via an
E-step:

E-step: t̂ = E[t|y, θ̂, α̂(θ̂)].
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EM Algorithm for REML estimates

Bayesian formulation of REML: Assume α ∼ N(0,Γ), then the
marginal likelihood of y as Γ−1 → 0 is the same as the REML likelihood
and hence the estimate θ̂ is the REML estimate(Harville 1976 [2]).

The M-Step remains the same.

The E-Step in the EM algorithm now is

t̂ = E[t|y, θ̂,Γ−1 = 0].

t̂ does not depend on α̂ which is also what happens in REML.

At convergence, we should be close to the REML estimate of θ.

Advantage: In ML and REML, b̂i = E(bi | y, θ̂,Γ−1 = 0) can serve as
an estimate of individual effect. This can be used for follow-up studies.
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EM Algorithm for ML/REML Estimates

▶ A unified approach to fitting the model.

▶ An iterative procedure to compute the maximum likelihood
estimator (MLE).

▶ “Augments” the observable data to a set of comlete data, and treat
the problem as an incomplete-data problem to facilitate
computation.

▶ Easy to implement and friendly to applied statisticians, in contrast
to previous works at the time which were very difficult to implement.

▶ At the time, sensitive to initial estimates and converges slowly.
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Speeding up the EM Algorithm
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Speeding up the EM Algorithm
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Speeding up the EM Algorithm
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Software for Linear Mixed Models
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Extensions and Improvements

1. Extension from linear models to generalized linear models to allow
applications to discrete/categorical data

2. Allow for missing data (e.g. dropout probability related to individual
history) and relax assumption of Gaussianity

Discussion and Impact 20



Applications: Policy Making
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Applications: Education
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Applications: Education
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